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Modern 3D
Transmission
Electron

Microscope
extreme
penetration!

Ultra High Voltage EM @
Osaka Univ.

3 Million Electron Volts
* 15 Meters Tall

» 140 Tons

 $$$ > 50M US Dollars

* only one of these
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Telemicroscopy

First Demonstration
of “Telemicroscopy”
was between NCMIR
at San Diego
and Chicago
at the
Super Computing
Convention
in 1992

It involved remote use
of the IVEM at UCSD
and the Cray YMP
at the San Diego
Supercomputer Center




Trans-Pacific Telemicroscopy

HET MEws

Microscopy Across
an Ocean

A blg puth by biclogists 1o use com-
puter nebwarks to operate rare instru-
menli from afar passed & major mile-
itone on 25 june; Sclentists ook a spin
on the worlds most powerful electron
micrascope in [apan—while sitting
GOO0 kilorneters away In California,

Six years agm, University of Califor=
niz, San Diepo, newroschentist Mask El-
lisrmam thrilked audiences i & conlerence in Chicago by using the
Internel to control an electron microscope in San Diego. Several
IL5. agencies jumped In to fund projects for operating micre-
scopes by remaote control, and by now at least a dozen groups are
daing 5o In the United States. Ellisman's team has sinte moved on
to the Mountl Everedl of mictodcopeds Odaka s Uitra
High Voltige Election Microscope, a 3,000,000-volt bahamath
that can create three-dimensional imiges from much thicker
samples [such as biological calli) than edinary microseapes can,
Hlisman and his U.5. and apanese colleagues wondered if they
tould operate this instrument’s roomful of controls from acras
the Pacific Coean.

They showed they could, Over 5 hours, 5an Diego scientiils
imaged nenve cells from a rat and a frog without setting foot In
Jspan, cantrolling things like focus and specimen position across a
private data line while the images came in across @ stelline vides
bink. Ellisman says this loys the groundwork for ressarchers all
over the United States and japan to bormow each others’ special
ized microncopes, probably via & high-speed Internet fink, “within
# year o twa,”

(Circa 1998) NCMIR

UHVEM
(Osaka, Japan)

(Chicago)
STARTAP

(San Diego)
SDSC

Tokyo XP

TransPAC

CRL/MPT

A

Abilene
UHVEM

(Osaka, Japan) CEDIEY)
Now part of a production
environment using IPv6




TELEMICROSCOPY & GRID - BASED COMPUTING
REMOTE ACCESS FOR DATA ACQUISITION AND ANALY SIS

DATA ACQUISITION DATA ANALYSIS
ADVANCED

COMPUTER
GRAPHICS

NETWORK

J-i, L
IMAGING
‘ COMPUTATIONAL

INSTRUMENTS
RESOURCES




The Login Page: The Entrance into the Portal

Single login grants authenticated access to all applications, resources, and services

telescience

for advanced tomography applications

Remotely Control Instruments Distributed Grid Computation Distribute Data to Storage Resources
1L e

lIsemame I Pasaword I ‘L@gin|

Vhat is Telescience?

Learn more ahout the Telescience Portal HNCMIE N m %‘UCSD

Need a Telescience Account?




What Is the Telescience Portal ?

— Centralized access to ALL tools/applications

necessary for electron tomography with a Single Login
from any Internet capable location

— Telescience Portal Login provides:
» Globus authentication to distributed Grid Computing
e Login to the Storage Resource Broker - Data Grid
* Login to the Cell Centered Federated Database

— Provides simple, intuitive access to sophisticated
Instrumentation and Grid resources for data storage
and computation

— Provides a framework for future needs of high-
throughput electron tomography




The Telescience Portal Provides
Access to Tools and Workflows

* » Telemicroscopy for remote instrumentation and data acquisition

e » Parallel tomographic reconstruction using distributed,
heterogeneous platforms and grid computing domains from a point-
and-click interface

* » Tools for Visualization, Segmentation, and Image processing
* » Management & Access to distributed file/data systems

* » Transparent deposition of data products into Databases

* » Collaborative telecommunication utilities
» Shared “whiteboard" image annotations
« “Chatting” between multiple remote researchers
« HDTV-based real-time image sharing




Layered Architecture

 The Telescience Portal is
composed of many “layers”
BIRN « Layers are modular, allowing
for extension of any layer
without great disruption to the
entire system

« Every Layer has its own
complexity and administration
that was previously passed on
to the end-user

-

Lo

& e | d, « Portal centralizes all
-:".-.-. Hlch ‘:t’.ﬁ -\-\_"‘—\-_\_‘_,_- -'—d- LUH a . . .
- -PE%% “% Bimraimure® " w«rﬁ administrative details of each
B | . .
) ”CEETD% T h‘*r layer into a single username
S E
and pass phrase

oy z w-p'l—'lT

e




Telescience Portal Welcome Page telescience

for advanced tomography applications

Welcome to the Telescience Poral

hello abel

Click here to create a Most Recent Reconstructions

new Reconstruction Workflow Resume a Reconstruction Workflow:

[ New Recenstruction l TP /750 - THIS (Wed Apr 17 15:29:54 2002)

TP r709 - Phaeo (Wed Apr 17 15:30:02 2002)_
TP 800 - demo3 (Wed Apr 24 13:16:34 2002).
TP _r708 - Spiny Dendrites (Fri Apr 26 11:44:08 2002)

Manage your data in SRB
Edit/Delete Reconstructions

View Images/Movies
J Jump directly to Applications

Work History will NOT be tracked
SRB will NOT be availiable

[ Manage Work and Files ]

| Applications ONLY |

Collaborate with Other
Telescience RHesearchers

| Collsboratory TOOLS |

Welcome Page | Manage Work | FAQs | Status | LOGOUT
NCMIR
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More Applications
JFido JViewer

Lu Dai, Tomas Molina (Mona Wong)
= JDend 0.1 2=

File View Tools

Sel All

rall
Get Info

Pre-processing Utilities (ie. Fiducial
marking, cropping, normalization) 3D contour visualization
general 2D image viewer morphological measurements




Grid Services

5. APPLICATION 15

LAUNCHED CONTAINING

. USER LOGS INTO THE PORTAL 2. USER SELECTS APPLICATION B S LEC BT
|1'“'5I:'II'I'IF'E' 1
I e i i WITHIN TELESCIENCE PORTAL 4. PORTAL CREATES

SECUNE AND DYNAMIC
o — =

TELESCIENCE PORTAL APPLICATION LAUNCH
INSTRUCTIONS

Awvnivy “mimiimivares=n Cekivass Qg Corguinam ﬂ-ululhlll"Fﬂlllﬂﬂ

i
APPI&) L
|S THIS A DISTRIBUTED
APPLICATION?

34, SETUP INSTRUCTIONS
FOR GRID DISTRIBUTED
APPLICATIONS ARE
CREATED BY THE PORTAL

{’r V -\‘I 3. THE APPROPRIATE

DATA IS IDENTIFIED
AUTHENTICATION WITHIN SREB, DATA 15

GSl * o CERVICES SRB EXTRACTED AND

FPRE-LOADEDR INTO

‘/r'\‘ THE APPLICATION

&G, INTERMEDIATE AND

JOB MANAGEMENT FILE/DATA FINAL DATA FRODUCTS
GAES AHE ALITOMATICALLY
‘i FERVICES INSERTED |NTO PROFER
SRB COLLECTIONS AND
DATABASES AS NEEDED

l

GRAM [—T—

5hH. JOB DISTRIBUTED AND \_ GRID ENABLED GRIDPORT SERVICES _’)

MAKACTER Uis REA KM




The Telescience Project: Integrated Cyber Infrastructure

1. TELESCIENCE Pﬂﬂr_@,_/// 4. SRB & GLOBUS
i {

Tl B

the globus praject’;
2, INSTRUMENT
automation &
remote contral
“-l

w
B‘RB -

B iy

6. HETEROGENEOLS
3, GRIDPORT : 5. DATA GRIDS & DISTRIBUTED RESOURCES
data services & fob resources """---.r COMPUTATIONAL GRIDS ~ high-performance storage & computation




Telescience Portal was Quickly Adapted to a SARS Portal for Taiwan

QuickTime™ and a TIFF (Uncompressed) decompressor are needed to see this picture.




NPACI - The National Partnership for Advanced
Computational Infrastructure (NSF)

~50 Partner Sites

Shared Compute
Resources -> Grid

High-speed Networks

Computational Science
Efforts in “ Thrusts”

Neuroscience
Molecular Science
Earth Systems Science
Engineering
Enabling Technology Thrusts
Resources (TeraFlops, High Performance Networks, Data Caches)
Metacomputing (Grid Tools - Middleware)
Interaction Environments (Visualization - Science Portals)

Data-Intensive Computing (Databases - Data Migration - Knowledge
Engineering)




Scales of NS data from Maryann Martone

Team Science Applied
to Stretch Goals
Enable new understanding
of the brain by linking data

about macroscopic brain
function to its molecular
and cellular underpinnings

* Federate distributed multiscale
brain map data

« Accommodate associated Large
Scale Computational Challenges

* Provide Infrastructure for
Construction of more accurate
Models and more Realistic
Simulations of Brain Activity




AND COMPARISONS
MUST BE MADE
BETWEEN MANY

L i, EACH BRAIN
r 2)74‘ REPRESENTS
x E" A LOT

Y  OF DATA

y resolution -

Volume sizes b
15

b= o= s Al F\._l.n-"n"
ialll U Ll
GE = Gigabyte =

TH = Toarahuita = 10

1 L R =il 1

B = Petabyte = 10

voxe| siFe
1.5KB
1.5 MB
10 ym TE

[Ty 1.5 FPH

Slide courtesy of Arthur Toga / UCLA







Federate Emerging Databases

Infrastructure to relate, combine & produce meta data

NEW DATA = STORED DATA

Post-Mortem
Activation Neurcanatomic
Site Valume

o

Deformation =
cmmon

Vaxels
Responding

Segmentation bk to Activation

Quantification

Histology

Attribute List
1. Structure (P(x), P(vy). ... P(Z))
2. CBF(x%=uo)
3. Bibliography (List)
4. Tasks that activate CEF(List)

L]

L]

5. Mth Variable

Slide courtesy of Arthur Toga / UCLA




Federating Brain Data

NPACI Leading Edge Site

|.arge Scale
Data Archive

High Performance

Computing

Databases

Advanced Networking
Infrastructure

Wash. U

NCOCMIR

Remote Laboratories and
Imaging Instruments

Data Acquisition

| Visualization

MRI

PET

EM




B3lomedical Informatics Research Network
Test-beds for biomedical knowledge infrastructure

N

e

@) National Center for
Research Resources




BIRN Project Objectives ﬂllﬁ
R

Establish a stable, high performance network linking key

Biotechnology Centers and Clinical Research Centers

Establish distributed and linked data collections with
partnering groups -

Facilitate the use of computational GRID infrastructure

and integrate BIRN with other middleware projects -

Enable data mining from multiple data collections or
databases on neuroimaging and bioinformatics -

Build a stable software and hardware infrastructure that
will allow centers to coordinate efforts to accumulate
larger studies than can be carried out at one site.

BIRN ‘Test-Beds” have very clear technical and scientific goals/




BIRN Test-beds (1) Mouse Models of Disease; (2) Human
Brain Morphometrics; (3) Functional Imaging of Schizophrenic Humans

Biomedical Informatics Research Network
Test-beds for biomedical knowledge infrastructure

Natiomnl Cenfer los
Resnarch Resalurces




SO

VISUALIZATION

_

o N
]

COMMUNICATIONS
INFRASTRUCTURE PORTAL SERVICES

BIRN Coordinating Center




BIRN Coordinating Center

Deploying a network infrastructure capable of
guickly moving large amounts of data between
BIRN sites across the US

Creating federated databases pertaining to the
BIRN scientific test-beds

Developing software to find, compare, and
analyze complex neurological imaging data

Ensure regulatory compliance (e.g., patient
privacy) without inhibiting collaboration

UC San Diego




BIRN CC Services

Network Monitoring

Statistics & Measurement

/7 X 24 Help Desk

Problem Tracking

High Level Project Management

Portal Services & Tools Integration
Training

Data Integration

Visualization Tools

Documentation — web site, best practices,
lessons learned, checklists




BIRN Network Operations Center (NOC)

Logical Description with Standardized Site Rack

24x7 Operations
Monitoring

\lIDI

BIRN NOC ( Internet 2
Nenitelitaep™. UCSD/SDSC

Network

S =25

GB Switches

|IIIIIIIIIIIIIIIIIIIIH

|\
)

@
0

M,
A2 7

Network
Switch

_--JT' Iy

Al

Al 1

@
4

@
@)
S f
>
@)
O

*BIRNI Statistics

*BIRN Network
Probe

BIRN Network
Management

o Network
Attached
Storage —

» Grid POP/
SRB, Globus

*General NOC Servers and
ptsposes Testers/Analyzers

encryption)

Ultimately, Access from
» UPS for Rack

Anywhere to BIRN DATA
BIRN Site Rack Everywhere




BIRN Grid Infrastructure
BIRN Portal

BIRN Toolkit

Collaboration Applications |« Viewing/Visualization Data Management Queries/Results

GridPort Toolkit

Custom APIs
Security API Visualization APIs Mediator API

Grid Middleware

Mediator

Globus Database Database

Computation Distributed Resources Data Storage
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Brain Morphometry BIRN £l

e Clinical Aims

* Do structural differences contribute to specific
symptoms such as memory dysfunction or depression?

e Do specific structural differences distinguish specific
diagnostic categories?

e Technological Aims

o Attempt to overcome obstacles to the use of neuroimaging
data as guantitative outcome measures for clinical

investigation including the issues raised by longitudinal and
multi-site studies.

okns Hopkins ..




Brain
Morphometry

BIRN _——~__

WCED-GCRC

FMR| Center

Harvard / Brigham
and Women'’s
Hospital

Duke Univefsity
Medical Canter

UNC

SCHOOL OF HECSCTNE

Harvard

Center for Imaging
and Science




important Considerations @)

High-resolution structural images can be used as an identifier.
— Reconstruction of face from raw anatomical data might be able to be

used to identify subject
— Some members of BIRN require/desire unaltered raw data

4

— BIRN will provide both raw and skull stripped data

— BIRN is working with local IRBs to allow for the sharing of raw

anatomical data for authorized BIRN members

BIRN must conform to multiple overlapping regulations

— Common Rule
— HIPAA
— State Law

Skull Stripped




e Clinical Aims

e |s Frontal and Temporal Lobe Dysfunction the Cause
of Schizophrenia?

e How can Treatment Reverse this Dysfunction?

e Technological Aims

e Integration of 4D Data from Multiple Sites - Acquired
with Different Non-Invasive Imaging Devices

e Integration of Information Obtained with Different

mlkp Brain Activation Tasks. |
Staﬁ GE’ fort

= 5

e =
=

QI Ty ==

E




Harvaro Brlgham
and Women’s
Hospital

'Tl.

Function BIRN

“HEALTH CARE Lr‘lﬂ '\J




Advanced Imaging - Correlating Human and Mouse

25um?

Center for in vivo Microscopy
J.A. Johnson - Duke Univ.




Mouse BIRN: Protocols for correlated imaging

Magnetic Resonance

lefu3|on Tensor Microscopy: Duke
Imaging: Cal Tech




Large Scale'Brain Maps / NCMIR + Custom high-speed

multi-photon auto
montaging 3 & 4D
imaging system










Purkinje Cell: Luciler Yallow Fill in Fized Slica

Photooxidation of
Neuron Filled
with Lucifer

Y ellow

Tomographic

Volume

From M. Martone
E. Bushong
and N. Yamada




QuickTime™ and a Sorenson Video 3 decompressor are needed to see this picture.




Data Modeling and Deposition in the

Segmentation Info
# objects 67 Method: manual
Progiam: Xvoxtmce Segmented by M. Martons

wep  Object Description

\ spl  Dendritic spins

@=, SP9  Dendiitic spine

? 5p?  Dendritic spins

.. sp3Txz Dendntic spine, fraced in xz plane
mg SpEIpt Dendritic spine, partial

Tilt Series Volume  Segmented Volume ‘
Measurement Info Measurements
Measurement  Programs Used SA Vol Iength #
SA Anal spl 1.1 005 12 1
Vol A::lg 5p3 D4 001 08 1
: spITaz 1.36 005 12 1
Number Manual spozpt = = = =

Units=pm

from Maryann Martone, Amarnath Gupta, Bertram Ludaescher, Naoko Yamada and Mona Wong




» A Federated The Cell Centered Database
Distributed

Database for “CCDBR”

Neuroscience

A Multimode &
Multiscale
“DataGrid”

Interoperates
with Gene and
Protein
databases &
“brain map”
databases of
brain anatomy

from A '1.‘1
Maryann Martone, Amarnath Gupta, . Protein Lacahzatran
Bertram Ludaescher, Naoko Yamada ' ar

and Mona Wong




Federation of Brain
Data

 National Partnership for Advanced
Computational Infrastructure

e Integrating brain data across scales
and disciplines

Montana State Univ Washington Univ

Gwen Jacobs David Van Essen




Database Mediation for BIRN

Find animal models of movement disorders where the volume of
basal ganglia structures are decreased and where loss of spines
from medium spiny neurons is observed.

Integrated
View _

Integrated
View Definition Mediator

UCSD Cal Tech Duke UCLA




Mouse BIRN Data Integration Framework

1. Create databases at
each site

4. Use mediator to
navigate and query
across data sources

~—

3. Situate the data in a
common spatial framework

2. Create conceptual
links to a shared
ontology




Ontologies

What Is an Ontology?

-Way to communicate a shared

understanding of a field Brain
—-representation of terminological

knowledge

—explicit specification of a
conceptualization

—concept hierarchy (“is-a”)

—further semantic relationships between
concepts (“is part of”, “causes” etc.)

Examples:
~-NCMIR ANATOM
~GO (Gene Ontology) & isa
-UMLS (Unified Medical Language System) neuron
—CYC

Purkinje cell




Developing Knowledge Sources for
BIRN: Disease Process Maps

— Parkinson’s Disease ——_

\’7

Pathological feature \ symptom

' . .
iof C0027746 akinesia
neuronal degeneratlo omor

\ 4
v rigidity

Lewy Bory
Dopamlne neuron

Cell inclusion Motor deficit
Y

]

Filamentous inclusion Substantia nigra
e =

Abnormal filaments _ v\ S NCoitex| cooorrrs |
=

S : o Basal forebrain
ubiquitin| coos153s | Alpha synuclein




Knowledge Maps for Animal Models

transgenic animal

4/'

a-synuclein mouse

/

\ 4

Alpha synuclein

\ 4

Cellular phenotype

v

Cellular inclusion

A

nuclear inclusion

Behavioral phenotype

\

\ 4

Motor deficit

A

Cytoplasmic inclusion

=

ubiquitin| coos153s |

1

§<l

Alpha synuclein

glia | coo27836




Spatial Registration of CCDB Data

: o *Provide a
2} SMaRT: spatial Markup and Rendering Tool e

J File Edit View Favorites Tools  Help

J = Back = - @ at | @Search (%] Favarites @History ||%Y =2 B F @ |JLinks &1 Ask,com . kn OWIedge

J.ﬁ.ddress I@ https:/fpaminaz.sdsc.edu/rat-atlas! j |J Go gle vl

ﬂ | | base of spatial

3

bk (== L | relationships

+13 =10

T AN | in the brain

*Provide tool

w
Interaural

+10 +5 [

horizontal cut | -~ * ] . for Spatlal

Figure 99

. A S e | Bl registration of
Query UMLS &Y ’ ‘:\j v N : | data

Load UserDB

o] paa] om AN | *Navigate

Select | hone | Erase |

CTRL-Click to zoom ; 3 * .=. ‘ th roug h

ALT-Click to pan Interaural -0.16 mm I
Slice: |56_@ ’ = : : ’ ; E ; E ) an a.to m ICaI
Sliceinlines:| GO ~[ 4] and Semantlc

&1 (Behind Bregma: -9.16 mm) (veritral ko Bregma: 2,44 mm) (Lateral ta midine = 0,59 mm) [ |5 % nternet :
The Smart Atlas Tool: llya Zaslavsky and Haiyun He kc)omplexny of
rain




3 Update uzer-defined area -

J 4= - mp - @ fgﬁ|@ %@“@. g 15 = |JL|nks @L‘ustumlzeLmks

JI@ https:.-’.-’paminaZSdsu:.edu!rat-atla&.-’Scripts.f'LlpdatePDIygon.php?uid;Joshj f? |J Co gll.':‘vl

Geometry name:

Icerebellum

Attached data:

|URL |http:,a',“mmw.myurl.n:n:um :
|File path | I e
IDatabase Mare Iccdb 1 el

[Detabase IO [33 .' : )"

| | VAL T
I I e : . ; " - i ;
More bhoxes | ; ol oy | ; Totlon, oy, ,-__.,-‘

Annotation:

Purkinje neuron

Laberal DUSHE frm

Registering My Data

Save

_Save |
Sloce| UMLS

1D
LS [ Intenet

s



e Data « 3D or 4D Data -Data e Database
Acquisition Refinement Reduction Deposition

5o DOMplERES, VOSaRNe N>

Genome DB'’s




e Data e 3D or 4D Data -«Data e Database
Acquisition Refinement Reduction Deposition

(rgang

/}Wiﬁm Fexes %\\“&\\\%\&\\*

Genome DB'’s




 Data « 3D or 4D Data -«Data - Database
Acquisition Refinement Reduction Deposition

Genome DB'’s
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