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ABSTRACT & INTRODUCTION
Next Generation Sequencing Datasets are providing the research and medical

community with unprecedented visibility to the origins of health and disease and have

the potential of transforming the drug development and the practice of medicine.

However these datasets have introduced several new and fundamental IT challenges

for the organizations. Overcoming these IT and Analytics challenges is necessary

before we can leverage the data effectively for discovery and clinical applications.

Bina Genomics Management System (GMS) is developed to address these

challenges, streamlining the processing of genomics information for different functions

within an organization to facilitate effective collaboration and communication in the IT,

Bioinformatics, Science, and Clinical teams. Meanwhile, GMS is proven to

considerably improve the speed, throughput, and the quality of analysis and enable the

organization to leverage the massive volumes of data becoming available through

clinical and research studies.

Specifically here are some unique values our technology brings to Pharmaceutical,

Research, and Medical Institutes facing ever-growing volumes of genomics

information:

1. Providing secure effective collaboration for different consumers of NGS data

The genomics information need to be managed, analyzed, and interpreted by many

different groups within an organization (as an example researcher, geneticist, IT, lab

technician ). Bina GMS portal provides very secure environment for managing roles,

and permissions, sharing and collaboration, and automatic notifications.

2. Optimized Execution Framework

Bina infrastructure software incorporates our proprietary data modeling and execution

engine, leveraging modern technologies such as Hadoop, HBase, and NoSQL that

have been optimized for scalable and efficient processing, indexing, and real-time

querying of NGS datasets. Our infrastructure has improved the throughput and speed

of processing 10-100x times compared to alternative available solutions.

3. Secure and Scalable Data Management

NGS datasets are unstructured and include many different formats : BCL, FASTQ,

BAMs, VCFs, Rerports.. At the moment these datasets are sitting in silos without an

effective way to be searched, queried, compared, and shared. Through Bina secure

data management layer

the organizations will meet their requirements on security, compliance, audits, and

provenance while accessing the unique indexing and analytics capabilities of Bina

platform.

4. Secure and Flexible Deployment

With the dynamic landscape of IT and security regulations organizations are deploying

their software and datasets in hybrid and heterogenous environments including

local/private compute environment as well as public cloud solutions. Bina GMS

Solution supports all the different deployment options and provides integration across

different platforms.

5. Supported and maintained best in class analysis tools

(Open and Extensible, Optimized Workflows and Analytics)

Bina solution provides the most comprehensive and the best-in-class tools for the

analysis of NGS data in each step. Our platform is open and extensible to include user

tools and datasets as needed.

• Processing and QC of raw data (FASTQ)

• Processing of data for alignment, Variant Calling, CNV, SV, and Somatic analysis

supporting WES, WGS, RNA-Seq samples (BAM, VCF)

• Processing the data for annotation and analytics supporting 200 annotations and

growing including drug interactions, protein functions, pathways, disease

associations, and population studies. (Annotation)

• Processing the cohorts or family datasets for clinical findings or discovery

(Analytics)
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Figure 4. Bina AAiM deployment model on the cloud with an AWS deployment 

option as an example

Figure 5. Bina GMS consist of few layers including Knowledge access (UI and usability), Analysis modules (RAVE and AAiM), Distributed execution infrastructure, Data Management layer which 

consists of logical and Physical sub layers and provides security, auditing, provenance, etc, and Knowledge Base Engine which aggregate knowledge of samples and feed it back to the analysis 

modules 

Bina GMS: A scalable data management and collaboration platformBina RAVE: Secondary Analysis

Bina Genomic Management Solutions (GMS) & Deployment Flexibility

Data specification

Samples:

• WGS: Illumina Platinum Genomes for the NA12878 

(30X)

• WES: Illumina Nextera Capture for the NA12878 

from GiaB (100X)

• RNA: Illumina Paired-end Sequencing for the hESC

from ENCODE (50M reads)

Pipeline:

• WGS: BWA-MEM 0.7.5a, GATK 3.1 (Best Practices

with Haplotype Caller & VQSR), 4 SV callers

• WES: BWA-MEM 0.7.5a + GATK 3.1 (Best Practices 

with Haplotype caller & VQSR)

• RNA: Tophat 2.0, Bowtie 2 2.1.0, Cufflinks 2.1.1

WGS WES RNA-Seq

Deployed on

1 Bina Rack

Turnaround Time ~6.7 hrs 0.5 hr 4 hrs

Max Throughput ~4.5/day 117/day 24/day

Annual Throughput ~1600 WGS/year ~42K WES/year ~8.7K RNA/year

Hardware / VM specification:

Local HW: 4 nodes

Each node has:

16 Cores,  128GB RAM, 1TB  HDD

Virtual - AWS: 

5 CR1.8xlarge VMs

Each VM has:

32 vCPU,  244GB RAM, 240GB 

SSD

Table 1. Speed and throughput of Bina RAVE when analysis was run using a 

single rack-mountable Bina Rack for on-premises hardware deployment.

Figure 1. The Comprehensive Bina Genome Management System (Bina-GMS) 

includes analysis modules for secondary analysis (Bina-RAVE) and annotation 

(Bina-AAiM) for NGS data analysis, annotation and interpretation.

Figure 2. The Comprehensive Bina-GMS deployment options support a broad range of linear

scalability needs and implementation strategies to accommodate growth in sequencing

throughput, including on-premises and cloud-based computing.
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Figure 3. NEED A LEGEND Lorem ipsum dolor sit amet, consectetur adipiscing

elit, sed do eiusmod tempor incididunt ut labore et dolore magna aliqua. 


