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HLI Mission

Extend the Healthy Human Life Span
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Data revolutions

(Slightly over-simplistic)

Two kinds of fields:

• Data revolution happened in the past

• Data revolution will happen soon



Outline

The Data Revolution in Machine Translation

(and related fields)

and how it relates to disrupting human health



Machine Translation 10 years ago

• Low usage

• Few languages

• Very poor quality

• Rule-based machine translation

– Linguist experts writing rules

• Challenges:

– Complexity/nuances/variation of natural language

– High cost of building systems



Machine Translation now

• 500+ million users

• 90+ languages

• Much better quality

• Speech/Image Translation



Statistical Machine Translation
How does it work?

Parallel Text
(Web / Books / …)

Monolingual Text
(Web)

Translation Model
(Pr(F|E))

Language Model
(Pr(E))

Decoder
(“Bayes Rule”)

Input Text Translation



What sparked the data revolution in 
MT?

Moore’s Law
Massive Data 

(The Web)

Machine 
Learning

Delivery Platform 
(The Web)

Better MT



In Health?

Moore’s Law
Massive Data 

(Reduced 
sequencing cost)

Machine 
Learning

Delivery platform 
(Value-Based 

Care)

Better 
Health



Data revolutions: What happens?

What happens:

• Data is central

• Everything becomes statistics – data science

• Simplicity

• Feedback loops

• Compute, compute, compute

• Capturing the long tail

• Science fiction capabilities



More Data – Better Quality



Sequencing Cost and Time

15 years

$100M $1,500
67,000x  cheaper

90x  faster

Per genome: 

Celera Human Longevity, Inc.

9 months 3 days



Quantitative Phenotyping



From Data to Knowledge

Data ML Knowledge

1. More Data

2. Quality Data

3. Integrated Data



Integrated Data – Break up Silos

HLI Database

Human Genomics Metabolomics

Clinical, Social & 
Environmental Data Proteomics

Clinical Information/Samples Microbiome

Millions of integrated health 
records



Evolutionary Rapid Prototyping

Philosophy: fail fast

Required: good 
evaluation metric





Everything becomes data science

Linguistics Statistics

Explicit Models Implicit Models

“Software is eating the world”

“Machine Learning is eating the world”



Compute intensive

System requirements:

• Terabytes of models

• Latencies in ms range

• Massive number of requests

System architecture:

• Distributed models and representations

• Cloud-computing



Capturing the long tail

Old MT:

• Only cost-effective for a few big languages

New MT:

• 90+ languages (only bottleneck is data)

• Generic training to support language

• Supporting a language is (almost) free



N-of-1

Nature, April 2014



Feedback loops

Example: speech 
recognition

• Using data improves 
system

• More usage more data

• Realistic data

Data 

ModelUsage



What’s next?

Dramatic progress, eg:
• Speech recognition
• Picture understanding

• ImageNet
• Zero-Shot Learning

Multi-task learning
• Combining many different knowledge sources

Data + Feedback = AI
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Summary

There will be a data revolution

Everything will change

Huge opportunities for human health



Thank You!
Data 

ModelUsage

Data ML Knowledge

1. More Data

2. Quality Data

3. Integrated Data


